
News from the Chair 2

CMMC Cybersecurity Proposed Rule 3

The Federal Circuit’s “Jurisdictional Triumvirate” 11

News from the Committees 17

Summary of PCL Spring Committee Showcase Event 19

In Memoriam: Gearge M. “Tim” Coburn 32

ISSUE HIGHLIGHTS

SECTION OF PUBLIC CONTRACT LAW 
AMERICAN BAR ASSOCIATION 

VOLUME 59, NUMBER 4  
SUMMER 2024

LAWYERProcurementTHE

Jim Gatto is a partner in the Intellectual Property Practice Group in 
Sheppard Mullin’s Washington, DC, office. He is co-leader of the Artificial 
Intelligence Team and Blockchain & Fintech Team and leader of the 
Open Source Team. For over 35 years, he has been a thought leader 
on legal issues with emerging technologies and business models, most 
recently blockchain, AI, open source, and interactive entertainment. He 
provides strategic advice on all aspects of intellectual property strategy and 
enforcement, technology transactions, licenses, and tech-related regulatory 
issues (e.g., securities, gambling, and AML), especially ones driven by 
new business models and/or disruptive technologies. Townsend Bourne is 
a partner in the Governmental Practice in Sheppard Mullin’s Washington, 
DC, office. She is leader of the firm’s Government Business Group and 
the Governmental Practice Cybersecurity & Data Protection Team. 
Townsend is a strategic thinker and advocate for companies that do business 
with the US government, either directly or through a prime contractor 
or reseller. She specializes in counseling clients on issues involving 
cybersecurity, supply chain risk management, critical infrastructure, and 
emerging technologies, including FedRAMP, AI, and incident response.

The rapid growth of artificial intelligence (AI) adoption 
creates opportunities for government contractors. In 
particular, the US government’s desire to increase its use 
of AI in government systems means contractors can help 
build out those systems. And like other companies, con-
tractors can leverage AI to operate their own businesses 
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more efficiently. But as government contractors seize 
these AI opportunities, they must grapple with a range 
of new legal issues as well.

The federal government has been grappling with simi-
lar issues, and particularly with how to regulate and pro-
cure this rapidly evolving technology. In October 2023, 
the Biden administration released Executive Order 14110 
on “Safe, Secure, and Trustworthy Development and Use 
of Artificial Intelligence,” establishing the White House’s 
position on key aspects related to the use of AI.1 Addition-
ally, various agency initiatives are underway, as a result of 
both the Executive Order and otherwise, to influence use 
of AI going forward. Notably, Executive Order 14110 man-
dated 150 specific actions for various government agencies 
to implement within very aggressive timelines. Agencies 
timely completed these action items,2 which is truly a feat 
in the government world and signals the dedication and 
importance being placed on AI issues.

One key area, to which many of the mandates relate, 
is “responsible AI use.” Companies that want to provide 
AI to the government will need to be aware of and ad-
here to these responsible AI use principles. Companies 
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Justice (DOJ), the Consumer Financial Protection Bu-
reau (CFPB), and the US Equal Employment Opportu-
nity Commission (EEOC) released a joint statement on 
“Enforcement Efforts Against Discrimination and Bias 
in Automated Systems.”6 And in July 2023 the White 
House met with and secured voluntary commitments 
from leading AI companies to manage the risks posed by 
AI.7 These commitments included (1) ensuring products 
are safe before being introduced to the public, (2) putting 
security first, and (3) working to earn public trust by en-
suring transparency and accountability with respect to 
AI systems.

Executive Order 14110
Executive Order 14110 establishes a comprehensive 
framework for the development, deployment, and reg-
ulation of AI technologies.8 It underscores the impor-
tance of AI in enhancing national security, economic 
prosperity, and the quality of life of US citizens.9 Key 
sections of the Executive Order focus on (1) ensuring 

that use AI in their operations must be aware of and de-
velop AI use policies based on these principles, as well as 
a host of other legal issues. And if companies are using 
third-party AI tools, they need to ensure they conduct 
AI-specific vendor diligence.

This article describes key federal government initia-
tives relating to artificial intelligence and important con-
siderations for government contractors on the use and 
development of AI. This article includes an overview of 
key legal issues, recommended elements of corporate AI 
policies, and important issues to consider when conduct-
ing AI-specific vendor diligence for contractors (and all 
companies, for that matter).

US Government AI Policy and Initiatives
Background on US Government AI Policy
Leading up to the release of Executive Order 14110, 
the White House in October 2022 published its “Blue-
print for an AI Bill of Rights, Making Automated Sys-
tems Work for the American People.”3 This document 
outlines five principles focused on ensuring protections 
for Americans with respect to AI: (1) Safe and Effective 
Systems, (2) Algorithmic Discrimination Protections, 
(3) Data Privacy, (4) Notice and Explanation, and (5) 
Human Alternatives, Consideration, and Fallback. The 
AI Bill of Rights is a voluntary, nonbinding framework 
that forms the basis for protections that were eventually 
included in Executive Order 14110.

In 2023, the federal government engaged in addition-
al efforts to define its approach to AI. On January 23, 
2023, the National Institute of Standards and Technol-
ogy (NIST) released the first version of its “Artificial In-
telligence Risk Management Framework” (AI RMF).4 
This framework is a resource for organizations design-
ing, developing, deploying, or using AI systems regarding 
management of risks associated with AI and promoting 
trustworthy and responsible development and use of AI 
systems. The NIST AI RMF is a voluntary framework.

On April 20, 2023, the Secretary of Homeland Securi-
ty announced a new initiative to combat evolving threats, 
including those related to generative AI.5 The initiative 
includes the creation of an AI Task Force that will drive 
specific AI applications to advance critical homeland se-
curity missions, including (1) integrating AI to enhance 
the integrity of supply chains and the broader trade en-
vironment, such as deploying AI to improve screening of 
cargo and identifying the importation of goods produced 
with forced labor, and (2) collaborating with government, 
industry, and academia partners to assess the impact of AI 
on the Department of Homeland Security (DHS)’s ability 
to secure critical infrastructure.

Further, on April 25, 2023, officials from the Fed-
eral Trade Commission (FTC), the Department of 
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safety and security of AI technology; (2) promoting in-
novation and competition; (3) supporting workers; (4) 
advancing equity and civil rights; (5) protecting con-
sumers, patients, passengers, and students; (6) protect-
ing privacy; (7) advancing federal government use of AI; 
and (8) strengthening American leadership abroad.10 
The directive mandates federal agencies to prioritize AI 
in their budgets, encourages the private sector’s invest-
ment in AI research and development, and emphasiz-
es the need for international collaboration to establish 
global norms and standards for AI.11

The anticipated effects of the Executive Order are far 
reaching and touch multiple industries and sectors. Most 
significant for companies and government contractors 
are the following actions stemming from the Executive 
Order. The Executive Order:

• Imposes testing obligations on developers of the 
most powerful systems and requires sharing results 
using the government’s authority under the De-
fense Production Act;12

• Directs many agencies to take specific actions to 
protect consumers, patients, students, and workers;

• Contemplates assessments of job displacement due 
to AI, as well as potential remedies;

• Mandates efforts for managing content authentica-
tion and provenance (e.g., to prevent deepfakes);

• Calls on Congress to implement federal privacy 
legislation;

• Takes aim at “BAD” AI (biased and discriminatory 
AI) to promote equity and civil rights;

• Focuses on the government’s responsible use of AI;
• Creates programs and provides resources to en-

hance US leadership in innovation;
• Promotes US leadership in coordinating global 

regulatory efforts; and
• Takes steps to protect US infrastructure from for-

eign bad actors’ use of AI.13

In short, the federal government plans to lever-
age the positive aspects of AI but acknowledges the de-
velopment, deployment, and use of AI must be done 
responsibly.

The Executive Order includes myriad tasks for agen-
cies, with many due dates within 90 or 270 days of is-
suance of the Order.14 On January 29, 2024, the White 
House released a report announcing that agencies had 
completed all the 90-day action tasks by the Executive 
Order;15 and on April 29, 2024, the White House released 
a similar report announcing completion of all 180-day 
actions.16 Below we discuss those actions and initiatives 
that are key for companies that do business with the fed-
eral government, in addition to those in critical infra-
structure sectors and other relevant industries.

NIST Guidelines and Best Practices
As noted above, NIST released its AI RMF prior to 

issuance of Executive Order 14110. Under the Executive 
Order, NIST is further tasked with establishing guide-
lines, standards, and best practices relating to AI (build-
ing on its AI RMF).17 These new guidelines include (1) 
an AI RMF companion publication for generative AI; 
(2) a resource for secure software development practic-
es for generative AI; (3) benchmarks for evaluating AI 
capabilities focusing on harm in cybersecurity and bios-
ecurity; and (4) resources for development and testing 
to enable safe, secure, and trustworthy AI—particularly 
with regard to dual-use foundation models.18

As of the Executive Order’s six-month mark, NIST re-
leased these new guidelines as draft documents for public 
comment. The documents include:

• AI RMF Generative AI Profile (NIST AI 600-1);19

• Secure Software Development Practices for Gen-
erative AI and Dual-Use Foundation Models 
(NIST Special Publication 800-218A);20

• Reducing Risks Posed by Synthetic Content 
(NIST AI 100-4);21 and

• A Plan for Global Engagement on AI Standards 
(NIST AI 100-5).22

NIST further announced its NIST GenAI program, 
which will evaluate generative AI capabilities through 
testing and seeks to tackle issues associated with identifi-
cation of synthetic content.23

The NIST guidance consists of voluntary frameworks 
to assist companies with the responsible development of 
AI. It does not have the force of law, but it may not be 
without legal significance. As in the cybersecurity space, 
where NIST standards form the basis for Federal Acquisi-
tion Regulation (FAR) and Defense Federal Acquisition 
Regulation Supplement (DFARS) requirements for secu-
rity controls for sensitive information, NIST guidelines 
on AI are likely to be included in eventual laws and regu-
lations applicable to companies and contractors that sell 
AI products and services to the federal government.

Additionally, based on some proposed state legisla-
tion, it is likely that adherence to the NIST AI RMF 
may be required sooner rather than later. For example, 
proposed Colorado state legislation seeks to impose ob-
ligations on developers and deployers of AI systems and 
provides an affirmative defense if they have implement-
ed and maintained a program that complies with a na-
tionally or internationally recognized risk management 
framework for AI systems.24 NIST’s AI RMF is one the 
most frequently cited risk management frameworks in 
the United States.25

Critical Infrastructure
The 16 critical infrastructure sectors also are a focus of 
Executive Order 14110.26 Per the Executive Order, rel-
evant heads of agencies with authority over critical in-
frastructure will work with the Cybersecurity Infrastruc-
ture and Security Agency (CISA) to evaluate potential 
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risks related to the use of AI.27 The Department of Com-
merce (DOC) and DHS are expected to incorporate the 
NIST AI RMF and other appropriate security guidance 
into relevant safety and security guidelines for critical 
infrastructure, in addition to expected regulatory actions 
that will likely mandate guidelines for critical infrastruc-
ture.28 Further, DHS is tasked with establishing an AI 
Safety and Security Board with experts from the private 
sector, academia, and government to advise critical in-
frastructure on AI use.29

As of the Executive Order’s six-month mark, the fed-
eral government launched the “AI Safety and Security 
Board” to advise on responsible development and use 
of AI with respect to critical infrastructure.30 Further, 
CISA released AI safety and security guidelines for criti-
cal infrastructure, which advises entities in critical in-
frastructure sectors to use the NIST AI RMF to manage 
use of AI and assess AI vendors and use cases.31 CISA 
also released its “Roadmap for Artificial Intelligence” 
in November 2023.32 Additionally, while not an initia-
tive under the Executive Order, CISA separately released 
a proposed rule in April 2024 pursuant to the Cyberse-
curity Incident Reporting & Critical Infrastructure Act 
(CIRCIA) that will require covered entities in each of 
the critical infrastructure sectors to report substantial 
cyber incidents to CISA within 72 hours and ransom 
payments within 24 hours.33

Software Security and Vulnerabilities
The Department of Defense (DoD) is working on a pilot 
program for new AI tools to identify and address soft-
ware vulnerabilities—specifically relating to the military 
and national security.34 DHS similarly is engaged in ef-
forts to combat software vulnerabilities in key software 
systems.35 Ensuring secure software development was a 
key focus of another Executive Order (E.O. 14028, Im-
proving the Nation’s Cybersecurity).36 As of June 2024, 
the FAR Council is working on a proposed rule that 
will require producers of software purchased and used by 
the federal government to attest to compliance with se-
cure software development practices developed by NIST 
(NIST SP 800-218).37 CISA has released a common at-
testation form for software producers related to secure 
software development.38

Guidance Relating to Workers
A focus of Executive Order 14110 is ensuring AI is de-
ployed in ways that can complement and empower 
workers, and that issues associated with worker displace-
ment are fully considered. As of the Executive Order’s 
six-month mark, the Department of Labor had devel-
oped two key resources. The first is an Office of Federal 
Contract Compliance Programs (OFCCP) guide spe-
cifically for federal contractors and subcontractors ad-
dressing legal issues, equal employment opportunity ob-
ligations, and how to mitigate potential negative effects 
such as discrimination associated with use of AI relating 

to hiring and employment decisions.39 The second is 
guidance relating to the use of AI as it relates to obliga-
tions under the Fair Labor Standards Act and other fed-
eral labor standards.40 Similarly, the Office of Personnel 
Management (OPM) released guidance for federal work-
ers on use of generative AI tools, which can be used to 
inform contractor AI use policies and procedures.41

Synthetic Content
Synthetic content (i.e., computer-generated data that 
mimic and are easily mistaken for real-world data) is a 
concern addressed in Executive Order 14110, particu-
larly where such content subjects Americans to AI-en-
abled fraud and deception (including deepfakes). The 

Executive Order seeks to protect Americans by insti-
tuting measures to establish the authenticity and prov-
enance of digital content, both synthetic and not syn-
thetic, produced by the federal government or on its 
behalf.42 It also suggests agency actions to foster capabili-
ties for identifying and labeling synthetic content, such 
as use of watermarking and clear labeling of AI-gener-
ated content.43 Importantly, the only mention of poten-
tial updates to the FAR in the Executive Order relates to 
synthetic content—the Executive Order states the FAR 
Council should “consider” updating the FAR to incorpo-
rate guidance on synthetic content.44

As one part of its response to the Executive Order 
mandates, NIST published Reducing Risks Posed by Syn-
thetic Content (NIST AI 100-4).45 This publication pro-
vides technical approaches for promoting transparency 
in digital content based on use case and context. This 
publication identifies methods for detecting, authenti-
cating, and labeling synthetic content, including digi-
tal watermarking and metadata recording, where in-
formation indicating the origin or history of content 
such as an image or sound recording is embedded in 
the content to assist in verifying its authenticity. This 
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publication supplements a separate report on prove-
nance and detection of synthetic content that Execu-
tive Order 14110 Section 4.5(a) tasks NIST with provid-
ing to the White House.

The report offers approaches to help manage and re-
duce risks related to synthetic content in four ways:

• Attesting that a particular AI system produced a 
piece of content;

• Asserting ownership of content;
• Providing tools to label and identify AI-generated 

content; and
• Mitigating the production and dissemination of 

AI-generated child sexual abuse material and non-
consensual intimate imagery of real individuals.

As this is the one topic on which the Executive Order 
mentions the FAR Council, contractors should take note 
and ensure they are appropriately identifying and man-
aging synthetic content.

Infrastructure as a Service (IaaS) Providers
Concerns over foreign malicious cyber actors and the 
use of US Infrastructure-as-a-Service (IaaS) providers 
led the Biden administration to mandate new regula-
tions in this space. The Department of Commerce re-
leased proposed regulations for IaaS providers to re-
port transactions with foreign persons to train large AI 
models with potential malicious cyber capabilities and 
to develop Know Your Customer programs to verify the 
identity of foreign customers and ensure foreign resell-
ers of US IaaS products verify the identity of any for-
eign person that obtains an IaaS account from the for-
eign reseller.46 Comments on the proposed regulations 
will be reviewed and the Department of Commerce 
will issue a final rule.

National Security Memorandum
Executive Order 14110 calls for development of a Na-
tional Security Memorandum on AI for the president 
within 270 days (by July 26, 2024). This will address the 
governance of AI used as a component of a national se-
curity system or for military or intelligence purposes and 
provide guidance to DoD, other relevant agencies, and 
the Intelligence Community regarding the continued 
adoption of AI capabilities to advance national security 
missions. In addition, the Executive Order calls for con-
tinued actions for addressing the potential use of AI sys-
tems by adversaries and foreign actors that threaten DoD 
or Intelligence Community capabilities/objectives, or 
otherwise pose a risk to the security of the United States 
and its partners and allies.

Ensuring Responsible AI Use by the US Government
A key aspect of Executive Order 14110 includes ex-
amining how the US government itself plans to use 
AI technologies internally and institute appropriate 

procurement procedures for AI technologies. The gov-
ernment is focused on actions to ensure responsible de-
ployment of AI by the government and the moderniza-
tion of federal AI infrastructure. The Executive Order 
calls for an interagency council to coordinate develop-
ment and use of AI in government programs and opera-
tions. Further, the Office of Management and Budget 
(OMB) recently finalized its memorandum for agencies 
that will form the basis for its actions on AI going for-
ward. On March 28, 2024, OMB issued Memorandum 
M-24-10, Advancing Governance, Innovation, and Risk 
Management for Agency Use of Artificial Intelligence.47 
This is the final version of a draft memorandum OMB 
released originally on November 1, 2023.48 The memo-
randum focuses on responsible development, testing, 
and operation of AI by the federal government, as well 
as managing risks in federal procurement of AI.

Per the memorandum, agencies must designate a 
Chief AI Officer responsible for coordinating agency use 
of AI and promoting AI innovation, while also manag-
ing the risks associated with the use of AI. Further, agen-
cies are to release publicly on their websites their strategy 
for removing barriers to the responsible use of AI. Al-
though the memorandum emphasizes collaboration and 
sharing between agencies of AI code, models, and data, 
this is subject to applicable law, contractual obligations, 
and national security risks.

The memorandum also outlines minimum practic-
es applicable to new and existing AI developed, used, or 
procured by or on behalf of agencies for “Safety-Impact-
ing AI”49 and “Rights-Impacting AI.”50 These minimum 
practices include (1) completing an AI impact assess-
ment; (2) testing AI for performance in a real-world con-
text; (3) independently evaluating and authorizing AI; 
(4) conducting ongoing monitoring; (5) regularly eval-
uating risks from AI; (6) mitigating emerging risks to 
rights and safety; (7) ensuring adequate human training 
and assessment; (8) providing additional human over-
sight, intervention, and accountability as part of deci-
sions or actions that could result in a significant impact 
on rights or safety; and (9) providing public notice and 
plain-language documentation for AI use cases. The 
memorandum also includes certain exclusions from the 
minimum practices and additional minimum practic-
es applicable to Rights-Impacting AI focused on equity, 
fairness, and mitigating algorithmic discrimination when 
it is present.

Federal Procurement of AI
With respect to federal procurement of AI, the OMB 
memorandum provides recommendations to agencies for 
responsible purchasing of AI as well as promoting com-
petition and ensuring the government retains sufficient 
data rights and computer software rights in the design, 
development, testing, and operation of the AI. The fol-
lowing are recommendations for managing risks in feder-
al procurement of AI:51
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• Aligning with the Law: Procurement of AI should 
be consistent with applicable laws, regulations, 
and policies, with a particular emphasis on address-
ing privacy, confidentiality, intellectual property 
(IP), cybersecurity, human and civil rights, and 
civil liberties.

• Transparency and Performance Improvement: 
Agencies should seek adequate documentation re-
garding the procured AI’s capabilities and known 
limitations and the provenance of the data used to 
train and operate the AI. There should be continu-
ous monitoring post-award to mitigate risk and in-
centivize improvement of the procured AI.

• Promoting Competition in Procurement of AI: 
Agencies should promote interoperability of pro-
cured AI to ensure the government does not im-
properly entrench incumbents or permit vendors 
to favor their own products.

• Maximizing the Value of Data for AI: Agen-
cies are encouraged to include contractual provi-
sions to retain software rights and rights to data, 
as well as any improvements to the data to ensure 
the agency’s continued design, development, test-
ing, and operation of AI. (This will be a key area 
for contractors’ focus to ensure software and data 
rights align with expectations.) Agencies also will 
consider including contract provisions regarding 
protection of federal information used by vendors 
in the development and operation of AI products 
and services for the government, including protec-
tion from unauthorized disclosure and prohibit-
ing vendors from subsequently using the software 
or data to train or improve the functionality of the 
vendor’s commercial offerings without express per-
mission from the agency.

• Overfitting to Known Test Data: Agencies should 
act appropriately to ensure AI developers or ven-
dors are not directly relying on test data to train 
their AI systems where this could result in the sys-
tem appearing more accurate in tests than in real-
world applications.

• Assessing for Environmental Efficiency and Sus-
tainability: Agencies are encouraged to consider 
the environmental impact of computationally in-
tensive AI services (e.g., those reliant on dual-use 
foundation models), including methods to im-
prove efficiency and sustainability of AI.

• Responsible Procurement of AI for Biometric 
Identification: The OMB memorandum encourag-
es agencies to take special care when procuring AI 
for biometric identification. This includes assess-
ing and addressing risks that the data used may not 
be lawfully collected or used without appropriate 
consent or embed unwanted bias, or were collected 
without validation of the included identities.

• Responsibly Procuring Generative AI: When 
procuring generative AI tools, particularly dual-use 

foundational models, the OMB memorandum en-
courages agencies to require adequate testing and 
safeguards and to require appropriate labeling of 
content generated or modified by AI. Agencies 
also are encouraged to incorporate relevant NIST 
standards such as the AI RMF and AI Risk Man-
agement Framework for Generative AI.

Various agencies, including the General Services Ad-
ministration (GSA), have announced AI prioritization 
initiatives and plans for more funding for AI projects.

At the end of April 2024, GSA released its “Genera-
tive AI and Specialized Computing Infrastructure Ac-
quisition Resource Guide.”52 This guide is a high-level 
resource outlining potential uses of generative AI for 
government agencies and procurement strategies. Inter-
estingly, the guide suggests agencies consider whether 
“no new acquisition” is an acceptable solution through 
use of Software-as-a-Service (SaaS) generative AI tools 
accessible through publicly available websites or use of 
generative AI tools offered by existing government cloud 
platform providers. To ensure competition requirements 
are followed and to limit potential protests, use of new 
generative AI tools under an existing cloud platform 
contract would need to be within the scope of the con-
tract. While GSA does not plan for a separate Sched-
ule contract for AI, many AI tools can be purchased 
under the existing Multiple Award Schedules (MAS) IT 
(MAS IT) or Government-Wide Acquisition Contracts 
(GWACs). In some cases, agencies may elect to seek cus-
tom AI solutions. This could be done through Coop-
erative Research and Development Agreements (CRA-
DAs), Other Transaction Authority (OTA) agreements, 
or open-market buys, although GSA encourages the use 
of MAS IT or GWACs over open-market buys to miti-
gate financial and compliance risk.

It will be important for contractors in this space to 
stay up-to-date on government guidance and practices 
for managing the risks associated with the use of AI to be 
able to provide solutions that meet government require-
ments and ensure the safe and responsible design, devel-
opment, and use of AI.

Security and FedRAMP
The Federal Risk and Authorization Management Pro-
gram (FedRAMP) is the federal government’s program for 
security authorizations for cloud service offerings for the 
government. Per Executive Order 14110, the FedRAMP 
Program Management Office is charged with developing 
a framework to prioritize emerging technologies in the au-
thorization process, starting with generative AI.

On January 26, 2024, the FedRAMP Program Man-
agement Office released its draft Emerging Technology 
Prioritization Framework, which includes the first three 
generative AI capabilities selected for FedRAMP priori-
tization: (1) chat interfaces, (2) code generators, and (3) 
debugging tools.53 The emerging technologies selected 
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for prioritization will have a reduced waiting time before 
the authorization process (i.e., they get to skip the line), 
but the authorization process itself will not be acceler-
ated. The framework also contemplates continuous col-
laboration among FedRAMP stakeholders to nominate 
additional emerging technologies for FedRAMP to con-
sider for prioritization.

Regulating AI and Enforcement
There are two main agencies that will likely lead the 
charge on AI enforcement: the Federal Trade Commis-
sion (FTC) and the Department of Justice (DOJ).

The FTC has been actively involved in regulating AI 
and its applications, with a focus on curbing potential 
harms to consumers and competition. Recently, the FTC 
has issued warnings, guidance, and policy statements and 
engaged in enforcement actions related to AI.54 Key topic 
areas related to FTC activity are privacy, biometric pri-
vacy, and security; accuracy; fairness and nondiscrimina-
tion; transparency and explainability; safety and reliabil-
ity; and advertising.

One key area of FTC concern relates to the data used 
to train AI models. The FTC recognizes that the foun-
dation of any generative AI model is the underlying data 
and that developing generative AI typically requires ex-
ceptionally large datasets, especially in the pretraining 
step. From a competition perspective, the FTC has noted 
that pretraining or fine-tuning a model with deep ex-
pertise in specialized areas may require access to large 
amounts of data that are not widely available and would 
be difficult for a new player in the market to collect.

The FTC also has warned that just because a com-
pany possesses data does not mean it has a right to use 
those data to train AI models. This comes as a surprise 
to many companies. Sometimes these data are collected 
over many years, often long before a company thought to 
use it for training AI. The potential problem is that the 
privacy policies in effect when the data were collected 
may not have considered this use. The use of customer 
data in a manner that exceeds or otherwise is not per-
mitted by the privacy policy in effect at the time the data 
were collected could be problematic. This has led to class 
action lawsuits and/or enforcement by the FTC. In some 
cases, the FTC has imposed a penalty known as “algo-
rithmic disgorgement” to companies that use data to 
train AI models without proper authorization. This pen-
alty is severe as it requires deletion of the data, the mod-
els, and the algorithms built with those data. This can be 
an incredibly costly result.55

Some companies that recognize this dilemma have 
sought to modify their terms of use or privacy policies. 
While this seems to be a logical “fix,” the FTC has raised 
concerns with this as well. In recent guidance, “AI (and 
other) Companies: Quietly Changing Your Terms of Ser-
vice Could Be Unfair or Deceptive,” the FTC warned: “It 
may be unfair or deceptive for a company to adopt more 
permissive data practices—for example, to start sharing 

consumers’ data with third parties or using that data 
for AI training—and to only inform consumers of this 
change through a surreptitious, retroactive amendment 
to its terms of service or privacy policy.”56

The guidance further explains that the FTC believes 
that companies face a potential conflict of interest in 
that “they have powerful business incentives to turn the 
abundant flow of user data into more fuel for their AI 
products, but they also have existing commitments [e.g., 
privacy and data security policies] to protect their users’ 
privacy.”57 The FTC notes that companies might be 
tempted to resolve this conflict by simply changing the 
terms (e.g., their privacy policy) surreptitiously so they 
are no longer restricted in the ways they can use their 
customers’ data. The FTC further warns that market par-
ticipants should be on notice that any firm that reneges 
on its user privacy commitments risks running afoul of 
the law.58 Simply put, according to the FTC guidance, a 
business that collects user data based on one set of priva-
cy commitments cannot then unilaterally revoke those 
commitments after collecting users’ data.

The FTC guidance provides examples of FTC en-
forcements for these practices (see, e.g., Gateway Learn-
ing Corporation and 1Health.io)59 and warns that it will 
continue to bring actions against companies that sur-
reptitiously rewrite their terms/privacy policies to allow 
themselves free rein to use consumer data.60

Another key area of FTC concern relates to advertis-
ing of AI tools. The FTC cautions companies not to ex-
aggerate what their AI products can do. Additional FTC 
guidance notes AI tool performance claims can be de-
ceptive if they lack scientific support or if they apply only 
to certain types of users or under certain conditions.61 
It adds that claims that an AI product does something 
better than a non-AI product should not be made with-
out adequate proof. It also advises companies to under-
stand the reasonably foreseeable risks and impact of an 
AI product before putting it on the market. If something 
goes wrong, a company cannot just blame a third-party 
developer of the technology and disavow responsibility 
because that technology is a “black box” the company 
is not able to understand or did not know how to test.62 
This is one of the reasons that competent AI vendor dili-
gence is critical, as further addressed below.

If a company is developing AI tools, the list of FTC 
concerns goes even deeper. The FTC provides a roadmap 
of the issues of which AI developers should be aware in 
the July 13, 2023, civil investigative demand letter (CID) 
it issued to OpenAI.63 The comprehensive set of ques-
tions reveals the range of topics in which the FTC is in-
terested, as well as the issues companies should ensure 
they consider when developing AI. Some of the topics 
include how data to train AI are obtained and reviewed, 
how training and testing are done, how accuracy and 
transparency are achieved, how errors are managed, and 
the human involvement in these processes. The CID 
questions seek OpenAI’s written policies to address these 
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and other AI issues. It is apparent from this CID that the 
FTC is focused on the policies that companies develop 
and implement to ensure responsible AI development. 
This is just one reason AI policies are necessary.

DOJ also is acting in the AI space. As part of enforce-
ment under its Disruptive Technology Strike Force, DOJ 
plans to focus on AI and will seek more severe sentences 
where misuse of AI is involved in the offense.

Important Considerations for Companies
Executive Order 14110 and resulting agency actions will 
have significant implications for companies developing 
or deploying AI. The issues that companies face will dif-
fer depending on whether they are developing or deploy-
ing AI, or both.

In all cases, companies must ensure proper AI gover-
nance. It is advisable that companies develop an AI gov-
ernance body. This group needs to include the appropri-
ate stakeholders given the nature of the company. It is 
worth noting that federal agencies have appointed or are 
in the process of appointing a Chief AI Officer, and com-
panies may consider instituting a similar position with 
oversight and responsibility for AI.

It is critical that members of the governance body re-
ceive adequate training to understand the current AI-re-
lated legal and regulatory issues and the business rami-
fications for noncompliance. It is also important that a 
process is put in place to ensure members stay abreast of 
the changing legal and regulatory issues. Ensuring the 
right to train AI models on the data you want to use is 
critical. This is important for companies developing AI 
tools as well as companies that do fine-tuning or imple-
ment retrieval augmented generation with third-party AI 
tools.

For companies deploying third-party AI tools, it is 
critical to develop a corporate policy on AI use and adopt 
an AI vendor diligence process to supplement the stan-
dard tech diligence done with acquiring any technology.

AI Use Policy Considerations
Companies using AI tools need an AI use policy to mini-
mize legal liability and loss of rights. The following are 
just some of the elements to consider for such a policy.

Lawsuits Relating to AI Tools Help to Highlight Key 
Issues to Consider
The number of lawsuits involving AI is rapidly increas-
ing. The lawsuits include allegations of:

• copyright infringement due to training AI models 
on copyrighted content and generating output that 
infringes copyright;

• use of other data to train AI models without the 
right to do so, including where it exceeds the scope 
of use in the applicable privacy policy or includes 
biometric privacy information;

• violation of the right of publicity where the models 

are trained on, or the output includes, a person’s 
protected name, image, or likeness;

• failure to maintain copyright management infor-
mation or otherwise comply with open-source li-
cense obligations when using AI code generators;

• biased and discriminatory results or use of AI; and
• defamation where the output of AI is false and 

harms a person’s reputation.

Loss of Valuable Trade Secrets
What some users do not realize is that with many gen-
erative AI tools, the inputs are not confidential and so 
proprietary information may be unknowingly released 
through their use of AI tools. Even worse, some genera-
tive AI tools’ terms of use (TOU) expressly grant the 
tool provider a license to use that input. If the input in-
cludes trade secret or sensitive business information, this 
can lead to losing trade secrets or at least a diminution in 
the value of the information. Many employees routine-
ly accept the TOU without reading them; thus, they are 
unaware that they are putting the information at risk.

These issues can extend beyond employee use. For 
companies that hire outside contractors to create con-
tent and other materials, it is important that your con-
tractor agreements address issues with use of generative 
AI tools on your projects. While many companies have 
well drafted independent contractor or work-for-hire 
agreements that address the traditional issues that need 
to be covered under these arrangements, these agree-
ments need to be updated to address generative AI– 
related issues.

Inability to Obtain IP Protection for AI-Generated 
Content
For companies that monetize content, strong IP protec-
tion is needed to protect that content. While generative 
AI excels at cost-effectively creating new content, the 
problem is that little or no copyright protection is avail-
able for generative AI content. The US Copyright Of-
fice (Office) has published guidance on registering works 
that contain AI-generated material.64 It states that copy-
right can protect only material that is the product of 
human creativity. If a work’s traditional elements of au-
thorship (the expressive content) were produced by AI, 
the work lacks human authorship and the Office will not 
register it. That a user created the prompt to cause the 
output does not change the result because prompts typi-
cally are deemed to be ideas rather than expressions.

Tainting of Proprietary Software Developed with AI 
Code Generators
Software developers are increasingly using AI code gen-
erators. One of the most severe issues, which can ad-
versely affect a company’s investment in its software, is 
called “tainting.” Tainting severely devalues software 
as it requires licensing what you want to be proprietary 
code under an open-source license. Tainting results from 

Volume 59, Number 4   The Procurement Lawyer   27  
Published in The Procurement Lawyer, Volume 59, Number 4, Summer 2024. © 2024 by the American Bar Association. Reproduced with permission. All rights reserved. This information or any portion 
thereof may not be copied or disseminated in any form or by any means or stored in an electronic database or retrieval system without the express written consent of the American Bar Association.



the conditions in some open-source licenses that require 
any software that includes or is derived from the open-
source software to be licensed under the terms of the 
open-source license and the source code for that soft-
ware must be made freely available. For developers who 
want to license their software under a proprietary license 
for a fee, tainting negates that possibility. The open-
source challenge with AI code generators is that devel-
opers often do not know if the code output is newly gen-
erated or based on a particular open-source component 
and if open source, what the applicable license is and 
whether it can cause tainting or other issues.

Avoiding Bias and Other Issues on the FTC’s 
Watchlist
The FTC has been active in enforcements involving 
various AI-related issues and issued a report to Congress 
(Report) warning about various AI issues.65 The Report 
outlines significant concerns that AI tools can be inac-
curate, biased, and discriminatory by design and can in-
centivize relying on increasingly invasive forms of com-
mercial surveillance.

A company’s board of directors’ obligation to ensure 
their company avoids bias is not just good corporate cit-
izenship; it is necessary to avoid illegal conduct. Some 
companies are not aware of the potential for bias in gen-
erative AI tools, particularly if they rely on third-party 
tool providers. In such cases, companies are often un-
aware of the data on which these tools are trained and 
whether the data contain or result in biased or discrimi-
natory results.

AI-Related Vendor Diligence
AI-related vendor diligence is critical given the unique 
issues raised by use of AI tools. Each case may warrant 
different considerations, but some AI-specific issues to 
consider include:

1. Product Documentation and Specifications. Ob-
tain the product documentation and specifications 
to understand how the tool uses AI and for what 
purposes. Confirm what features of the tool lever-
age AI.

2. Regulatory Compliance. Obtain the vendor’s poli-
cies and procedures for monitoring and ensuring 
compliance with existing and newly implemented 
AI-related laws and regulations in all applicable 
jurisdictions.

3. Industry Standards. Determine the vendor’s prac-
tices for developing, deploying, maintaining, and 
using the AI tool in accordance with recognized 
standards and frameworks, including the NIST AI 
RMF.66

4. Versions. Are there different versions of the AI 
tool (e.g., individual/enterprise versions)? If so, 
what are the different features of each?

5. Options and Settings. Determine if the AI tool 

includes options or features to mitigate AI legal 
risks (e.g., filters).

6. Operation of the Tool. Make sure you understand 
the operation of the tool, including:
• Inputs/Outputs. How are inputs and outputs han-

dled? Are they retained for use by the tool for 
any purpose (e.g., to train the AI model)? Or are 
they just used to process a request and then de-
leted? Who owns them?

• Disclosure. Does the AI tool have the ability to 
automatically mark the output as being AI gen-
erated as some jurisdictions are requiring?

• Automated Decision-Making. Does the AI 
tool perform any automated decision-mak-
ing on which some regulations limit or impose 
restrictions?

7. AI Model. Determine how the AI model(s) was 
trained and by whom.
• Was the training in accordance with responsible 

AI practices (e.g., the NIST AI RMF or other 
industry standards)?

• Where was the model trained? Some countries 
have more lenient laws relating to training AI in 
their jurisdiction, but using a tool based on that 
model may not comply with the laws in the ju-
risdiction where used.67

8. Training Data. On what data is the AI model 
trained? Did the vendor properly acquire the data, 
and does it have a right to use such data to train the 
AI model?

9. License Terms. What are the license terms and do 
they vary based on the version? If they vary, make 
sure you review the correct version of the license. 
For example, the terms of some free or individual 
versions of AI tools are often less favorable than 
those of paid or enterprise versions. The following 
are some of the issues to consider in reviewing the 
license:
• Infringement Indemnity. Does the license address 

infringement indemnity? If so, which party is 
indemnifying?

• Scope. Review the scope of indemnity and exclu-
sions to assess whether it covers your company 
for the intended use cases.

• Prerequisites to Indemnity. Check if there are any 
prerequisites for the indemnity to apply. Some 
licenses impose obligations on the customer’s 
use of the AI tool for the indemnity to apply.

10. Testing. How does the vendor monitor perfor-
mance of the AI model, including testing output 
data for accuracy, bias, consistency, and quality? 
Request information about the process for identi-
fying, modifying, or overriding hallucinations and 
other flawed or unsatisfactory outputs.

Companies developing AI and using AI vendors need 
to adopt and implement policies to ensure they apply 
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responsible AI principles. Consideration of the NIST 
AI RMF and related documents is helpful, but standing 
alone it is not enough. The range of issues will vary de-
pending on what the company is developing, but consid-
eration of the issues raised in the FTC CID to OpenAI 
should also be considered.68

Training AI Code Generators on Open-Source Software 
Raises Other Issues
AI-based code generators are a powerful application of 
generative AI. These tools leverage AI to assist code de-
velopers by using AI models to autocomplete or create 
code based on human instructions or tests. The models 
are often trained on software that is licensed under an 
open-source license. Sometimes, a company can fine-
tune using some of its own software. This requires careful 
consideration of open-source license issues. All compa-
nies using open source need an open-source policy and 
use of AI code generators requires an update to tradi-
tional open-source policies.69

For example, companies using their own code to fine-
tune AI code generators need to consider whether the 
outputs may include portions of open-source code that 
adversely affect the company’s proprietary software and, 
even if not, whether the open-source code might impose 
any compliance obligations. Sometimes, if the code gen-
erator outputs any code covered by a restrictive open-
source license—e.g., a GNU General Public License 
(GPL)—then any software including that code may need 
to be licensed under the GPL. Regarding compliance 
obligations, many open-source licenses require attribu-
tion, maintaining copyright notice, providing notice of 
modifications, and other obligations. Failure to comply 
can result in breach and termination of the license. One 
challenge is knowing when the output code includes 
open-source code. Some AI code generators have tools 
such as filters and reference tools to assist with this, but 
their use is just one element of an effective AI code gen-
erator use policy.

For government contractors looking to provide AI so-
lutions to the government, it will be important to under-
stand the policies and guidance outlined above and be 
able to demonstrate steps taken to ensure transparency, 
accountability, and nonbiased outcomes. Agencies may 
require evidence of adequate testing and security as well 
as continuous monitoring of AI tools throughout the 
period of use. Where contractors will use AI in perfor-
mance of a government contract, they should consider 
informing the customer of such use to avoid any misun-
derstanding or claim of misrepresentation regarding the 
method of performance or output.

Conclusion
Executive Order 14110 marks a significant step to-
wards the responsible development and deployment 
of AI technologies in the United States. By setting 
forth a framework for governance that emphasizes 

trustworthiness and ethical considerations, the Execu-
tive Order aims to ensure that AI serves the public good.

Government contractors and other companies will 
need to align their AI practices with the principles out-
lined in the Executive Order and associated agency guid-
ance, which may require revamping existing protocols 
and instituting new policies to ensure compliance. This 
alignment not only pertains to the technical aspects of 
AI but also to its ethical considerations, such as bias mit-
igation and privacy protection.

There is the potential for great opportunity for gov-
ernment contractors as the emphasis on AI in federal 
budget priorities is likely to spur innovation and invest-
ment in the sector. Businesses can expect increased op-
portunities for partnerships with government agencies, 
potentially opening new markets and funding sources for 
AI projects.

For businesses, AI presents both challenges and op-
portunities that require careful navigation with the help 
of skilled legal professionals. As we move forward, the 
legal community will be at the forefront of shaping the 
future of AI, ensuring that innovation progresses hand 
in hand with the rule of law.   PL
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